
a non-deterministic mode. In Takeda and col-
leagues’ experiment, the photon qubit can be 
successfully teleported about 40% of the time 
(compared with a value of much less than 1% 
for all previous optical studies), and repro-
duced at Bob with about 88% quality (similar 
to the best achieved in previous experiments). 
Steffen et al. can arrange for their qubit to be 
teleported 25% of the time with a quality of 
about 82%. For both teams, the limitations in 
their experiments are clearly understood and 
shown not to be fundamental impediments to 
future improvements.

The advances made in these experiments 
should flow on to allow improved quantum-
information protocols. Takeda and co-workers’ 
optical ‘flying qubits’ have potential applica-
tions in quantum communications. But there is 
a caveat. Improving quantum communications 
using teleportation requires the purification of 
entangled states sent through a noisy channel. 
Teleportation could therefore be used to trans-
fer quantum states between distant locations 
with better quality than sending them directly. 
Purification can be achieved by distillation 
techniques. However, distillation techniques 
for field entanglement are not as advanced as 
those for qubit entanglement. Nevertheless, 
promising advances in distilling field entan-
glement have been made11. By contrast, the 
solid-state ‘standing qubits’ in Steffen and 
colleagues’ experiment are more likely to find 
applications in quantum computing12. Notably, 
they demonstrate the increasing sophistication 
and quality of the manipulations possible with 
superconducting qubits coupled to microwave 
transmission lines, and raise the profile of such 
qubits as potential building blocks for large-
scale quantum computation.

More progress is needed before determinis-
tic quantum teleportation under practical con-
ditions, and with quality approaching 100%, 
becomes a reality. But these experiments rep-
resent significant steps along that path. ■
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S Y S T E M S  B I O L O G Y

Metabolite turns  
master regulator
The phenomenon of catabolite repression enables microorganisms to use their 
favourite carbon source first. New work reveals α-ketoacids as key effectors of 
this process, with their levels regulating gene expression. See Article p.301 

J O S H U A  D .  R A B I N O W I T Z  &  
T H O M A S  J .  S I L H A V Y

Nutrients in the environment are a 
primary determinant of microbial 
physiology. When preferred nutrients 

are abundant, microbes grow fast. When they 
are scarce, growth slows down. This change 
in growth rate is accompanied by a change 
in cellular composition, with fast-growing 
cells being loaded with ribosomes (which are 
needed for rapid protein production), and 
slower-growing cells containing more meta-
bolic enzymes for nutrient assimilation (catab-
olism)1,2. In this issue, You et al. (page 301)3 
identify a striking linear relationship between 
the total protein composition (the proteome) 
of a cell and its growth rate, which extends 
beyond ribosomes to metabolic enzymes*. 
They further demonstrate how such a relation-
ship can arise, in part, from a new regulatory 
connection, in which a particular class of car-
bon catabolite called α-ketoacids, which form 

the carbon skeletons of amino acids, serves as 
a master transcriptional regulator by inhibiting 
the production of cyclic AMP — the primary 
inducer of carbon-catabolic genes.

Perhaps the most intensively studied exam-
ple of gene regulation involves the enzymes of 
the bacterium Escherichia coli that mediate lac-
tose catabolism. These enzymes are expressed 
only when lactose is present and glucose (the 
preferred carbon source) is not4. Escherichia 
coli detects the presence of lactose through 
binding of this sugar to, and inactivation of, the 
lac repressor protein5, and it senses the absence 
of glucose from elevated levels of cAMP6, which 
binds to and activates the transcription factor 
Crp (refs 7, 8). Identification of this classic reg-
ulatory loop involved seminal contributions 
from three Nobel laureates — François Jacob 
and Jacques Monod, who won the 1965 physi-
ology prize for their pioneering studies of gene 
regulation5, and Earl Sutherland, winner of the 
1971 prize for discoveries related to cAMP, who 
later identified cAMP in E. coli and showed that 
its levels rapidly fall in response to glucose6. 

What controls the activity of adenylate 
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Figure 1 | Regulation of cAMP levels by carbon and nitrogen availability.  The main biosynthetic task 
of the bacterium Escherichia coli is protein production. This requires energy generation (grey arrow), 
carbon-skeleton synthesis, nitrogen incorporation to make amino acids, and protein synthesis. The 
anabolic fluxes (red, green and blue arrows) increase linearly with growth rate, as does the required 
anabolic proteome fraction except for processes that are directly slowed by nutrient limitation (such 
as amino-acid synthesis during nitrogen limitation). Carbon catabolism provides energy and building 
blocks for anabolism, and cAMP allocates the proper fraction of the proteome to carbon-catabolic 
enzymes. You et al.3 find that this is achieved by a new regulatory loop, wherein α-ketoacids inhibit 
cAMP production: when favoured carbon sources such as glucose are present or nitrogen is limiting, 
carbon influx exceeds anabolic capability and α-ketoacid accumulation inhibits cAMP. Conversely, when 
favoured carbon sources are depleted, α-ketoacid levels fall, and cAMP increases to stimulate production 
of the required carbon-catabolic machinery (orange arrows).

*This article and the paper under discussion3 were 
published online on 7 August 2013. 
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cyclase (the enzyme that makes cAMP) and 
so cAMP levels? The phosphorylated form 
of the enzyme EIIAGlc can activate adenylate 
cyclase. EIIAGlc is a component of the bac
terial phosphotransferase system, which takes 
the phosphate group from phosphoenolpyru-
vate — the last intermediate in the biochemical 
process of glycolysis — and passes it through 
a series of enzymes, eventually leading to  
glucose import, phosphorylation and metabo-
lism. When glucose is absent, the phosphorelay 
activity of EIIAGlc ceases, and the phosphoryl-
ated enzyme induces cAMP production9. 

Although elegant, this is not the full story. 
Carbon sources that are not imported by way 
of the phosphotransferase system also tend to 
counteract cAMP production. In 1961, Boris 
Magasanik hypothesized that the general abil-
ity of carbon sources to repress the expression 
of catabolic enzymes reflects the fact that all 
carbon sources converge to produce a key sig-
nalling metabolite — a process he termed cat-
abolite repression10. The relevant catabolites, 
however, were never identified. 

You et al. now show that the key catabo-
lites are α-ketoacids, which inhibit adenylate 
cyclase independently of the phosphotrans-
ferase system. Although several α-ketoacids 
can inhibit adenylate cyclase, α-ketoglutarate 
is the most abundant11 and therefore likely to 
be physiologically dominant. As both an inter-
mediate of the energy-producing tricarboxylic 
acid cycle and the carbonaceous substrate for 
nitrogen assimilation, α-ketoglutarate reflects 
the balance of carbon to nitrogen in available 
nutrients. Inhibition of adenylate cyclase by 
α-ketoglutarate explains the long-standing 
observations12–14 that low nitrogen availability 
blocks expression of what we now know are 
cAMP-induced genes. Fascinatingly, the role 
of α-ketoglutarate as both a metabolite and a 
master regulator is evolutionarily conserved; 
in humans it serves as a cofactor to enzymes 
that covalently modify transcription factors, 
histone proteins and DNA.

How and why does this regulatory con-
nection lead to linear relationships between 
gene expression and cellular growth rate in 
microbes? When carbon limitation slows cel-
lular growth, there is an increasing need for 
carbon-catabolic enzymes and a decreasing 
need for anabolic enzymes, which promote 
biosynthesis and use carbon as a building 
block (Fig. 1). Quantitatively, in the absence 
of futile cycling (in which two metabolic 
pathways operating in opposite directions 
cancel out each other’s effects, wastefully 
using up energy), the cell’s anabolic metabo-
lism is directly proportional to growth rate. 
So, as growth slows, the required amount of 
anabolic enzymes, assuming their activities 
are constant, decreases linearly. Accordingly, 
the resulting ‘empty space’ in the proteome — 
which will be filled with enzymes required 
for coping with the carbon limitation, such as 
cAMP-regulated gene products — increases 

linearly with decreasing cellular growth.
When growth slows because of nitrogen 

limitation, there is less need for carbon- 
catabolic enzymes and more demand for those 
involved in nitrogen assimilation. This time, 
the decrease in the requirement for carbon-
catabolic flux is linear with decreasing growth 
rate. Thus, the situation is flipped, but the  
optimal responses still remain linear. 

Inhibition of cAMP production by 
α-ketoglutarate naturally produces the 
desired responses. Whenever carbon-catabolic  
machinery is in excess relative to anabolic 
machinery, α-ketoglutarate accumulates, 
cAMP levels fall and carbon-catabolic 
enzymes are repressed. Conversely, when ana-
bolic machinery is in excess, α-ketoglutarate 
is depleted, cAMP levels rise and carbon-
catabolic enzymes increase. The steady-state 
concentration of cAMP is therefore the factor 
that ensures that the proper amount of the pro-
teome is devoted to carbon-catabolic enzymes. 
Consequently, the physiological function of 
cAMP signalling goes beyond simply ena-
bling hierarchical utilization of carbon sources, 
which is of unclear significance for fitness and 
can also be achieved through other mecha-
nisms (including inducer exclusion15). Instead, 
cAMP controls the fraction of the proteome 
devoted to carbon catabolism.

In a broader historical context, during the 
half-century between the coining of the term 
catabolite repression and the present work, 
physiology has largely taken a back seat to 
molecular genetics and, more recently, to 
genomics. Therefore, You and colleagues’ use 
of quantitative physiology to elucidate the 
molecular mechanism of catabolite repression 
is particularly noteworthy. One hopes that it is 

the beginning of a rebalancing, in which physi-
ology-driven systems biology emerges as a full 
equal to research driven by molecular biology. 
As the present paper shows, the strength of the 
physiology-driven approach is not in finding 
the full scope of molecular events occurring in 
biological systems, but in identifying the most 
functionally important ones. ■
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M I C R O B I O L O G Y 

A weapon for  
bacterial warfare 
The finding that bacteria use a sharp spike to deliver toxins into competing 
microorganisms, and that this mechanism co-evolved with a bacteriophage 
structure, presents a new vision of bacterial secretion systems. See Letter p.350

A L A I N  F I L L O U X

Bacteria have evolved molecular machines  
to secrete toxins and proteins into their 
environment or into target cells. The 

distinctive features of these machines led 
microbiologists to classify them by type; the 
type VI secretion system1, for example, has 
the unusual function of injecting toxins into 
bacterial prey, causing death2. This system 
also shows unprecedented similarity to the 

puncturing devices and injection machines 
of bacteriophages, viruses that infect bac
teria3. Recognition of this remarkable like-
ness has led to notable discoveries, and that 
reported by Shneider et al.4 on page 350 of 
this issue might be viewed as the cherry on 
top*. The researchers have solved the struc-
ture of proteins belonging to the PAAR family 
and show how these proteins function in the 
*This article and the paper under discussion4 were 
published online on 7 August 2013. 
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