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The Innate Growth Bistability and 
Fitness Landscapes of Antibiotic-
Resistant Bacteria
J. Barrett Deris, Minsu Kim, Zhongge Zhang, Hiroyuki Okano, Rutger Hermsen, 

Alexander Groisman, Terence Hwa*

Introduction: Understanding how bacteria harboring antibiotic resistance grow in the presence 
of antibiotics is critical for predicting the spread and evolution of drug resistance. Because drugs 
inhibit cell growth and a cell’s growth state globally infl uences its gene expression, the expression 
of drug resistance is subject to an innate, growth-mediated feedback, leading to complex behaviors 
that affect both the characterization and the prevention of antibiotic resistance. We characterized 
the consequences of this feedback for the growth of antibiotic-resistant bacteria.

Methods: We studied the growth of Escherichia coli strains expressing resistance to translation-inhib-
iting antibiotics, by using both bulk and single-cell techniques. The growth of each strain was quanti-
fi ed in a broad range of drug concentrations by using time-lapse microscopy (to track the responses of 
individual cells to antibiotics inside a microfl uidic chemostat) and by the enrichment of batch cultures 
for nongrowing cells. We formulated a quantitative phenomenological model to predict the growth 
rates of drug-resistant strains in the presence of drugs, based on the well-characterized biochemistry 
of drug and drug-resistance interactions and on bacterial growth laws that dictate relations between 
cell growth and gene expression. We tested the model predictions for various drugs and resistance 
mechanisms by constructing strains that constitutively express varying degrees of drug resistance.

Results: In strains expressing a moderate degree of drug resistance, growth rates dropped abruptly 
above a critical drug concentration, the minimum inhibitory concentration (MIC), whose value increased 
linearly with the basal level of resistance expression (see fi gure below, panel A). Cells exhibited growth 
bistability over a broad range of drug concentrations below the MIC: Isogenic cells expressing drug 
resistance coexisted in growing and nongrowing states in a homogeneous environment (panel B). Our 
model accurately predicted the range of drug concentrations in which growth bistability occurred, as 
well as the growth rates of the growing subpopulation, without any ad hoc fi tting parameters. These 
fi ndings reveal a plateau-like fi tness landscape (panel A), which can be used to study the evolution of 
drug resistance in environments with varying drug concentrations.

Discussion: The broad occurrence of growth bistability in drug-resistant bacteria challenges the 
common notions and measures of drug effi cacy and resistance. And because growth bistability can 
arise without complex regulation when gene expression is coupled to the state of cell growth, similar 
physiological links may underlie the growth bistability implicated in causing bacterial persistence. 
The availability of quantitative, predictive models will facilitate the formulation of strategies to limit 
the effi cacy and evolvability of drug resistance.

FIGURES IN THE FULL ARTICLE

Fig. 1. Heterogeneous response of 

Cm-resistant cells.

Fig. 2. Drug-induced growth bistability.

Fig. 3. Growth-mediated feedback.

Fig. 4. Growth rate predictions and phase 

diagram.

Fig. 5. Fitness landscapes of drug resistance.
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Fitness landscape and growth bistability. (A) This 
fitness landscape describes the fitness, or growth 
rates, of bacterial strains exposed to antibiotics (col-
ored lines indicate the fi tness of four example strains). 
Fitness drops abruptly at high drug concentrations. 
The shaded area shows a broad region of growth bista-
bility, throughout which we observe that genetically 
identical cells possessing drug resistance are split into 
subpopulations of growing and nongrowing cells in 
response to antibiotics (B, top).
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The Innate Growth Bistability
and Fitness Landscapes of
Antibiotic-Resistant Bacteria
J. Barrett Deris,1,2* Minsu Kim,1*† Zhongge Zhang,3 Hiroyuki Okano,1 Rutger Hermsen,1,2‡
Alexander Groisman,1 Terence Hwa1,2,3§

To predict the emergence of antibiotic resistance, quantitative relations must be established
between the fitness of drug-resistant organisms and the molecular mechanisms conferring
resistance. These relations are often unknown and may depend on the state of bacterial growth.
To bridge this gap, we have investigated Escherichia coli strains expressing resistance to
translation-inhibiting antibiotics. We show that resistance expression and drug inhibition are linked
in a positive feedback loop arising from an innate, global effect of drug-inhibited growth on
gene expression. A quantitative model of bacterial growth based on this innate feedback accurately
predicts the rich phenomena observed: a plateau-shaped fitness landscape, with an abrupt
drop in the growth rates of cultures at a threshold drug concentration, and the coexistence of
growing and nongrowing populations, that is, growth bistability, below the threshold.

The appearance of bacterial strains with
broad antibiotic resistance is becoming an
alarming global health concern. The rapid-

ity with which drug resistance has emerged over
the past 30 years, for both natural and synthetic
antibiotics, exposes a glaring lack of understand-
ing of drug-bacteria interaction and its evolution
(1, 2). Although thousands of genetic adaptations
that enable drug resistance have been identified,
this knowledge has not yet revealed how andwhen
these adaptations will arise, that is, the underlying
principles that determine the evolutionary pathways
to drug resistance (3–5).

Although the success of a particular drug-
resistant strain might depend on many factors,

one of the most basic factors to consider is the
nature of bacterial growth during antibiotic treat-
ment. This is especially critical for resistance
mechanisms evolved de novo, during early stages
of evolution when drug resistance emerges in in-
cremental steps (3, 6, 7). It is desirable to char-
acterize the interaction between drug and drug
resistance in exponentially growing cells because,
during an infection, the number of bacteria can
increase exponentially for many days (8, 9);
indeed, even as the host’s immune response re-
duces the overall number of bacteria, individual
bacteria that have yet to be killed are still esti-
mated to grow at typical in vitro rates, doubling
up to once or twice per hour for some pathogens

(10, 11). However, elucidating this interaction in
growing cells is challenging because the expres-
sion of drug resistance genes, like the expression
of any other gene, is often intimately coupled to
the growth status of the bacteria (12–18).

In particular, translation-inhibiting antibiotics
have been shown to reduce the expression of
both regulated and constitutively expressed genes
because of growth-mediated global effects (16, 17).
If one of these gene products provides some de-
gree of antibiotic resistance, then growth inhibition
can reduce expression of resistance; the dimin-
ished resistance can in turn allow the drug to
further inhibit growth in a positive feedback loop
(fig. S1), driving the cell into a stable nongrowing
state after a transient slowdown in cell growth.
Frequently, gene regulatory systemswith positive
feedback exhibit a switchlike behavior when,
for example, intrinsic fluctuations in gene ex-
pression exceed some threshold (19, 20). This
is often accompanied by bifurcation of a genet-
ically homogeneous culture into two subpopula-
tions with distinct phenotypes, which is called
bistability (19, 20). In the context of antibiotic
resistance, this would be manifested as a “growth
bistability,” that is, growing and nongrowing cells
coexisting in a homogeneous environment.
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Fig. 1. Heterogeneous response of Cm-resistant
cells. E. coli cells were diluted from log-phase batch
cultures lacking Cm and were spread onto LB agar at
densities of several hundred cells per plate before over-

night incubation at 37°C. (A) Typical plate images of Cm-resistant Cat1 (top row) and Cm-sensitive wild-type (bottom row) cells, with Cm concentration
indicated below each plate and also given above as approximate fraction of the empirically determined MICplate for each strain (figs. S2A and S3A). (B)
Percentage of viable cells grown on Cm-LB plates, CAT-expressing cells (Cat1, green), and wild-type cells (EQ4, blue). Error bars estimate SD of CFU, assuming
Poisson-distributed colony appearance.
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To characterize the nature of drug–drug re-
sistance interactions and the possible occurrence
of growth bistability, we studied the growth of
various Escherichia coli strains constitutively ex-
pressing varying degrees of resistance to translation-
inhibiting antibiotics. Our observations at both
population and single-cell levels show that drug-
resistant strains exhibit many signatures of growth
bistability in response to antibiotics, contradicting
the naïve expectation that constitutive expression
of drug resistance in a population of cells will
provide uniform protection against the drug. As
will be shown, a heterogeneous effect of antibiotics
on genetically identical cells challenges common
notions and measures of drug efficacy and re-
sistance and exposes both limitations and op-
portunities for treatment strategies.

We proceed to develop a simplemathematical
model that effectively captures the origins of
the observed behaviors and accurately predicts
the growth rates of antibiotic-resistant cells in the
presence of drugs without invoking any ad hoc
fitting parameters. These results reveal a plateau-
like fitness landscape that describes an abrupt
transition between growth and growth inhibition
for strains expressing a broad range of drug resist-
ance subjected to a broad range of drug concen-
trations. Quantitative knowledge of the fitness
landscape is vital for understanding and pre-
dicting the evolvability of drug resistance, for
example, the acquisition of antibiotic resistance
in a stepwise manner.

Results
Heterogeneous Responses to Antibiotics
Antibiotic susceptibility is typically assayed by
counting the colonies formed after bacteria are
spread onto agar plates containing various con-
centrations of antibiotics (21). If these cells ex-
hibit growth bistability, then only the growing
fraction of the inoculant cells will form colonies.
To test for this heterogeneous response, we char-
acterized the fraction of colonies formed by various
strains of E. coli growing on agar in the presence
of chloramphenicol (Cm), one of the oldest and
most-studied translation-inhibiting antibiotics (22).
We studied strains that express the Cm-resistance
enzyme chloramphenicol acetyltransferase (CAT),
which modifies and deactivates Cm according to
well-characterized biochemistry (23). CATenzymes
are expressed constitutively in our strains, just as
they (and many other drug-resistance enzymes and
pumps) are often found in the wild (24–27).

Overnight incubation of CAT-expressing strains
on Cm agar plates revealed signs of population-
level heterogeneity. For one such strain, Cat1
(table S1), the number of colony-forming units
(CFU) decreased gradually on plates with in-
creasing Cm concentrations [Fig. 1A (top) and
fig. S2B]. Thus, only a fraction of the plated
cells formed visible colonies (Fig. 1B, circles),
even at concentrations well below the empirical
minimal inhibitory concentration at which colony
formation is completely inhibited (MICplate, fig.
S2A). It is unlikely that heterogeneity arose from

spontaneous mutation because repeating the ex-
periment using a single colony isolated at 90%
MICplate produced qualitatively similar results (with
CFU decreasing at intermediate drug levels, fig.
S2, C and D). In contrast, the CFU count of CAT-
less wild-type cells (strain EQ4) remained high
until complete inhibition at MICplate [Fig. 1A (bot-
tom) and fig. S3], indicating that the vast ma-
jority of plated cells grew up to theMIC (Fig. 1B,
triangles).

Direct Observation of Growth Bistability
by Microscopy
To verify the coexistence of growing and non-
growing cells directly, we used a microfluidic
device in which the growth of individual (im-
motile) cells could be tracked with time-lapse
microscopy for extended periods (28) as they
grew in the presence of Cm. The device provides
a steady supply of fresh medium to many growth
chambers, whose heights are adjusted to be slight-
ly larger than the width of a single bacterium
(~1 µm), allowing cells to grow for up to about
nine generations into monolayer colonies in each
chamber (fig. S4). Immotile CAT-expressing cells
(Cat1m) growing exponentially in Cm-free batch
culture were transferred to the microfluidic device
and were allowed to continue growing exponen-
tially for several generations before switching to
growth medium with Cm (see Materials and
Methods). With 0.9 mM Cm (90% of MICplate)
in the medium, 70% of the cells stopped growing;
nongrowing and growing cells were often ob-
served side by side in the same chamber (Fig. 2A
and movie S1). Eventually, it became impossible
to track these nongrowing cells that were adjacent
to growing populations because of overcrowding.
By tracking some nongrowing cells that were far
away from growing populations, we observed
that this growth bimodality persisted for the du-
ration of observation (up to 24 hours) because
cells rarely switched between the growing and
nongrowing states at 0.9 mM Cm (less than 1%).

One possible explanation for the sustained
presence of nongrowing cells is that these cells
did not have the cat gene at the beginning of the
experiment. To see whether the heterogeneous
response observed was due to (unintended) hetero-
geneity in genotype (for example, contamination),
we reduced Cm concentration in the chambers
from 0.9 to 0.1 mM, a concentration well above
theMIC of Cm-sensitive cells (fig. S3). Many non-
growing cells began growing again, sometimes
within ~5 hours of the Cm downshift (Fig. 2B and
movie S2), indicating that previously nongrowing
cells carried the cat gene and were viable [although
Cm can be bactericidal at high concentrations
(29)]. Thus, the population of cells in the non-
growing state was stable at 0.9 mMCm (at least
over the 24-hour period tested) but unstable at
0.1 mM Cm, suggesting that growth bistability
might only occur at higher Cm concentrations.

Repeating this characterization for Cat1m
cells at different Cm concentrations revealed that
the fraction of cells that continued to grow de-

creased gradually with increasing concentration
of the Cm added (Fig. 2C, height of colored bars),
qualitatively consistent with the Cm-plating re-
sults for Cat1 cells (Fig. 1B). At concentrations
up to 0.9 mMCm, the growing populations grew
exponentially, with their growth rate decreas-
ing only moderately (by up to ~50%) with in-
creasing Cm concentrations [Fig. 2, C (hue) and
D (green symbols)]. Growing populations dis-
appeared completely for [Cm] ≥ 1.0 mM, mark-
ing an abrupt drop in growth between 0.9 and
1.0mMCm (green and black symbols in Fig. 2D).
This behavior contrasts with that observed for
the Cm-sensitive wild type, in which nearly all
cells continued growing over the entire range
of subinhibitory Cm concentrations tested in
the microfluidic device (Fig. 2E). This result is
consistent with the response of wild-type cells to
Cm on agar plates (Fig. 1), indicating that growth
in subinhibitory concentrations of Cm per se does
not necessarily generate growth bistability.

The Abrupt Onset of Growth Bistability
Infrequently, we also observed nongrowing wild-
type cells in microfluidic experiments, although
their occurrence was not correlated with Cm
concentration (rs ~0.1). This is not surprising
because exponentially growing populations of
wild-type cells are known to maintain a small
fraction of nongrowing cells in the phenomenon
called “persistence” (30). In the natural course of
exponential growth, wild-type cells have been
shown to enter into a dormant persister state sto-
chastically at a low rate, resulting in the appear-
ance of one dormant cell in every ~103 to 104

growing cells (31–33). It is possible that the growth
bistability observed for the CAT-expressing cells
in low Cm concentrations is due to such naturally
occurring persistence (referred to below as “nat-
ural persistence”). This question cannot be re-
solved by our current microfluidic experiments,
which, at a throughput of ~103 cells, can barely de-
tect natural persistence.We therefore sought amore
sensitive method to quantify the conditions that
produce growth bistability.

To enhance the sensitivity for detecting non-
growing cells and to probe the population-level
behavior ofCat1 cells in batch cultures,we adapted
an ampicillin (Amp)–based enrichment assay
(34) that isolated nongrowing cells from Cm-
containing cultures. This enrichment assay (fig.
S5) took advantage of the fact that Amp only
kills growing cells (35), thereby enriching cul-
tures for potentially dormant cells to later be
revived in the absence of antibiotics. With the
microfluidic device, we verified visually that the
cells that stopped growing because of Cm-induced
growth bistability could survive Amp treatment,
and were viable when antibiotics were removed
(fig. S6).

In batch culture enrichment, Cat1 cells that
failed to grow in the presence of Cm later ap-
peared as colonies on antibiotic-free agar plates
(fig. S7A). Consistent with the results in the
microfluidic chamber (Fig. 2C), the fraction of
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nongrowing cells identified by the enrichment
assay at 0.3 mMCm and belowwas small (≤10−3,
Fig. 2F), comparable to the frequencies char-
acterized for natural persistence under similar
conditions (31, 32). However, the frequency of
cells in the nongrowing state increased substan-
tially at [Cm] ≥ 0.4 mM (Fig. 2F and fig. S7A).
We define the minimal coexistence concentration
(MCC) as the lowest antibiotic concentration
above which coexistence between growing and
nongrowing cells appears at frequencies sig-
nificantly above natural persistence; MCC ≈
0.35 mM for the strain Cat1. Thus, growth bi-
stability turns large fractions of Cm-resistant cells

into Cm-sensitive cells at Cm concentrations be-
tween MCC and MIC. In contrast, enriching
Cm-sensitive wild-type cells in subinhibitory Cm
concentrations reveals that most cells grow;
>99% remain sensitive to Amp for all sub-MIC
Cm concentrations (fig. S7B), which is consist-
ent with previous findings that cells should only
be protected fromAmp if Cm completely inhibits
growth (35–37).

Growth-Mediated Feedback and Generic
Growth Bistability
If growth bistability exhibited by Cat1 cells was
indeed a result of generic growth-mediated feed-

back, then it should appear generally, not just
idiosyncratically for Cm and the specific action
of the Cm-modifying enzyme CAT. Toward this
end, we tested the growth of a strain (Ta1)
constitutively expressing the tetracycline efflux
pump TetA (38, 39) in microfluidic chambers
with medium containing various concentrations
of the drug tetracycline (Tc). As with the growth
of strain Cat1 in Cm, Ta1 exhibited coexistence of
growing and nongrowing cells for a range of sub-
MIC concentrations of Tc and an abrupt drop in
its relative growth rate at theMIC (from ~60% of
the uninhibited rate to no growth, fig. S8A). In
contrast to Tc-resistant cells, none of the wild-
type cells stopped growing when exposed to sub-
MIC Tc concentrations, even when Tc reduced
growth rate by 85% (fig. S8C). These results were
similar to those for Cat1 cells in Cm, support-
ing the hypothesis that growth bistability occurs
generically, independent of the mode of drug re-
sistance, as is predicted by growth-mediated
feedback (fig. S1).

Quantitative Model for
Antibiotic-Resistant Growth
To determine whether growth-mediated feedback
could quantitatively account for the occurrence
of growth bistability (Figs. 1 and 2), we devel-
oped a simple mathematical model to predict
the effect of a drug on the growth of cells con-
stitutively expressing drug resistance. We focus
here on the Cm-CAT system, whose biochem-
istry is quantitatively characterized (23); (40) con-
tains a more general treatment with respect to
other antibiotics and resistance mechanisms. The
model contains three components, as summa-
rized in Fig. 3A, and can quantitatively predict
the dependence of the steady-state growth rate
on the Cm concentration of the medium: (i) At
steady state, the relation between the internal and
external Cm concentration ([Cm]int and [Cm]ext,
respectively) can be obtained by balancing the
rate of Cm influx with the rate of Cm clearance
by CAT. (ii) The concentration and, hence, ac-
tivity of constitutively expressed CAT proteins
depends linearly on a cell’s growth rate in re-
sponse to applied Cm as a result of global growth-
dependent effects. (iii) The cell’s doubling time
depends linearly on [Cm]int through the known
effect of Cm on translation. Below, we elaborate
on each component in some detail.

Balance of Drug Influx and Clearance
We assume that Cm influx is passive (41), as de-
scribed by Eq. 1 in Fig. 3B, with a permeability k
(table S2). The Cm-CAT interaction is described
byMichaelis-Menten kinetics (23) parameterized
by Km and Vmax (Eq. 2 in Fig. 3B). Solving Eqs. 1
and 2 yields an approximate threshold-linear de-
pendence of [Cm]int on [Cm]ext (red line in Fig.
3B). According to this nonlinear relation, [Cm]int
is kept relatively low for external concentrations
up to ~Vmax/k, the threshold concentration above
which Cm influx reaches the maximum capacity
of Cm clearance by CAT. Note that this buffering

Fig. 2. Drug-induced growth bistability. (A) Upon increasing Cm concentration from 0 to 0.9 mM in
microfluidic chambers (fig. S4), genetically identical Cat1m cells growing exponentially in glucose
minimal medium either continued growing (circled in green) or were growth-arrested (circled in white);
see movie S1. None of the Cat1m cells grew after adding Cm to 1.0 mM. (B) A typical example of the
cells that remained dormant throughout the 24 hours during which microfluidic chambers contained
0.9 mM Cm; growth resumed ~8 hours after Cmwas reduced to 0.1 mM, which is still well above the MIC
of wild-type cells (see movie S2). (C) Height of colored bars gives the percentage of Cat1m cells to
continue exponential growth in microfluidic chambers upon adding the indicated concentration of Cm;
error bars give 95% confidence interval, assuming a binomial distribution. Bar color indicates growth
rates of growing cells, with the relative growth rate given by the scale bar on the right. (D) Growth
curves at different Cm concentrations, given by the size of growing colonies (y axis) in the microfluidic
device. The deduced growth rates dropped abruptly from 0.35 hour−1 (green squares) at 0.9 mM Cm to
zero at 1.0 mM Cm (black triangles). (E) As in (C), but for immotile wild-type cells (EQ4m) that showed
no significant correlation between growth rate and fraction of growing cells (rs ~0.1). (F) Fraction of
Cat1 cells remaining after the batch culture Amp-Cm enrichment assay (fig. S5). The results (fig. S7)
reveal significant fractions of nongrowing cells well above the basal level of natural persisters (~10−3),
for [Cm] ≥ 0.4 mM until the MIC of 1.0 mM, above which no cells grew. Error bars estimate SD of CFU,
assuming Poisson-distributed colony appearance.
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effect does not require any molecular coopera-
tivity (40).

Growth Rate–Dependent Expression of Constitutive
(Unregulated) Genes
Figure 3C shows that, under translation-limited
growth, the expression levels (that is, protein con-
centrations) of unregulated genes decrease linearly
with decreasing growth rate l (16, 42). This trend
contradicts the commonly held expectation that
protein concentration should decrease with increas-
ing growth rates, owing to a growth-mediated dilu-
tion effect. Instead, the proportionality between
expression level and growth rate follows from bac-
terial growth laws (16) and can be understood as
a generic consequence of the up-regulation of ri-
bosome synthesis upon translational inhibition, at
the expense of the expression of nonribosomal genes
(fig. S9). The behavior is shown for translation-
inhibited growth in Fig. 3C, with CAT activity

(Vmax) of cells constitutively expressing CAT
(open green circles) and LacZ activity of cells
constitutively expressing LacZ (open black sym-
bols). This result is described by Eq. 3 in Fig. 3C,
expressed relative to the CATactivity and growth
rate in cells not exposed to drugs (denoted by V0
and l0, respectively). We note that some drug re-
sistance genes are not usually expressed constitu-
tively, but require induction by the target antibiotic
(25–27). However, regulated gene expression is
still subject to growth-mediated feedback (17, 43)
and may suffer substantial reduction upon
increasing the drug concentration. This has been
observed for the native Tc-inducible promoter
that controls Tc resistance, for growth under sub-
lethal doses of Tc (fig. S10).

Effect of Translation Inhibition on Cell Growth
For exponentially growing cells subjected to sub-
inhibitory doses of Cm, the relative doubling

time (l0/l) is expected to increase linearly with
internal drug concentration [Cm]int; see Eq. 4 in
Fig. 3D. This relation is a consequence of the
characterized effects of Cm on translation (22)
together with bacterial growth laws, which dic-
tate that the cell’s growth rate depends linearly
on the translation rate of the ribosomes (fig. S9)
(16, 44). Growth data in Fig. 3D verify this quan-
titatively for wild-type cells. The lone parameter
in this relation, the half-inhibition concentra-
tion I50, is governed by the Cm-ribosome affinity
(eq. S6), and its empirical value is well accounted
for by the known biochemistry (22) (table S2).

Comparing Model Predictions to
Experimental Observations
The Value of the MIC
The model based on the above three components
contains three parameters: Km, I50, and V0/k. The
first two are known or measured in this work (ta-
ble S2), whereas the last one, reflecting the basal
CAT activity level (V0), is construct-specific. The
model predicts a precipitous drop of growth rate
across a threshold Cm concentration, which we
identify as the theoretical MIC, whose value de-
pends linearly on V0/k as given by eq. S28. Em-
pirically, an abrupt drop in growth rate is indeed
apparent in the batch culture (fig. S11), yielding
anMIC value (0.9 to 1.0mM) that agrees well with
those determined in microfluidics and plate as-
says. Comparing this empiricalMIC valuewith the
predicted dependence of MIC on V0/k (eq. S28)
fixes this lone unknown parameter to a value com-
patible with an independent estimate, on the basis
of the measured CAT activity V0 and indirect es-
timates of the permeability value k (table S2).

Dependence on Drug Concentration
With V0/k fixed, the model predicts Cm-dependent
growth rates for this strain without any additional
parameters (black lines, Fig. 4A). The upper branch
of the prediction is in quantitative agreement with
the growth rates of Cat1 measured in batch cul-
ture [Fig. 4A (solid circles) and fig. S11]. Addi-
tionally, when we challenged Tc-resistant strain
Ta1 with either Tc or the Tc analog minocycline
(Mn) (39), the observed growth rates also agreed
quantitatively with the upper branch of the respec-
tive model predictions (fig. S12). Note also that
in the absence of drug resistance or efflux, Eq. 4
predicts a smoothly decreasing growth rate with
increasing drug concentration, which we observed
for the growth of wild-type cells over a broad range
of concentrations (figs. S8C and S12C).

The model also predicts a lower branch with
very low growth rates and a range of Cm concen-
trations below MIC where the upper and lower
branches coexist (Fig. 4A, shaded area). We iden-
tify the lower edge of this band as the theoretical
MCC because a uniformly growing population is
predicted for Cm concentrations below this value.
Indeed, the occurrence of nongrowing cells for
strain Cat1 (Fig. 4A, open diamonds) coincided
with the shaded area. Likewise for strain Ta1, re-
spective microfluidic and Amp enrichment experi-

Fig. 3. Growth-mediated feedback. (A) Components of interactions defining the feedback model. Each
link describes a relation substantiated in (B) to (D) (clockwise). (B) The relationship between the internal and
external Cm concentrations ([Cm]int and [Cm]ext, respectively), described by the red line, is obtained by
balancing the passive influx of Cm into the cell ( Jinflux, Eq. 1) with the rate of Cmmodification by CAT ( JCAT, Eq. 2).
This nonlinear relation is characterized by an approximate threshold-linear form, with a “threshold” Cm
concentration, [Cm]ext

threshold (red arrow), below which [Cm]int is kept low as the capacity for clearance by CAT well
exceeds the Cm influx (eq. S12). For [Cm]ext > [Cm]ext

threshold, CAT is saturated and Jinflux ≈ Vmax (dashed gray line).
(C) The expression levels of constitutively expressed CAT (green) and LacZ (black) reporters [reported here in units
of activity per OD (42)] are proportional to the growth rate with subinhibitory doses of Tc and Cm, respectively.
(D) The doubling time (blue circles) of wild-type (EQ4) cells grown in minimal medium with various concentra-
tions of Cm increases linearly with [Cm] (Eq. 4). I50 (dashed vertical line) gives the Cm concentration at which cell
growth is reduced by 50%.Here, [Cm]int≈ [Cm]ext because of the absence of endogenous Cmefflux for wild-type
cells in minimal medium (41) (see also eq. S9). Each point represents a single experiment; error bars of the
doubling times are SEs of inverse slope in linear regression of log(OD600) versus time.

29 NOVEMBER 2013 VOL 342 SCIENCE www.sciencemag.org1237435-4

RESEARCH ARTICLE



ments with Tc (fig. S8) and Mn (fig. S13) revealed
nongrowing cells within the theoretical coexistence
region (lower branches in fig. S12).

Dependence on CAT Expression: Phase Diagram
The growth-mediated feedback model makes
quantitative predictions on how the MIC and
MCC depend on the basal CATexpression of the
strain (V0/k), as shown in the phase diagram of
Fig. 4B. The MIC (red line) is predicted to in-
crease linearly with V0/k, whereas the MCC (blue
line) is predicted to increase as

ffiffiffiffiffiffiffiffiffiffi
V0=k

p
(eqs. S28

and S39, respectively). These two lines define
a wedge in the parameter space of [Cm]ext andffiffiffiffiffiffiffiffiffiffi
V0=k

p
, terminating at a bifurcation point (pur-

ple point in inset), below which a uniformly grow-
ing population is predicted (see eq. S24). We tested
these predictions by using five additional strains
(Cat2 through Cat6; tables S1 and S3) designed
to provide reduced degrees of constitutive CAT
expression; see quantitation of V0 for each strain
at bottom of Fig. 4B. Assuming that the perme-
ability k does not differ significantly across these
strains, the measured CATactivities giveV0/k for
all strains (relative to that of Cat1), as shown by
the gray arrows in Fig. 4B. Figure 4B also displays
the batch culture MIC (comparable to MICplate val-
ues, fig. S14) and MCC values (fig. S15) obtained
for these strains as numbered circles and diamonds,
respectively. The model predictions (lines) capture
these observations well except close to the bifur-
cation point (for example, in strain Cat5, inset),
without adjusting any parameters. Note that be-
cause the feedback model is based on steady-

state relations (Eqs. 3 and 4), it is not expected to
describe the kinetics of transition into the non-
growing state or its frequency of occurrence, both
of which likely depend on complex stochastic
processes. However, in all our experiments, we
never observed growth bistability at drug con-
centrations below the predicted MCC.

The CAT activities (V0/k; Fig. 4B, bottom)
can also be used to predict growth rate reduc-
tions (l/l0) for these strains for concentrations
below the MIC. The predictions are plotted
together with the data (lines and circles of like
colors) in Fig. 4, C and D. The predictive power
of the model is rather remarkable because the
lines are not fits to the data, but merely solu-
tions to eqs. S15 and S5, using the measured
values of V0 as input. Comparable agreements
are obtained using the empirical MIC value for
each strain (fig. S16). In contrast, an identical
model lacking growth-mediated feedback can-
not account for the Cm dependence of the growth
rates of these strains, particularly the abrupt drop
in growth atMIC in strainsCat1 toCat3 (fig. S17).
Even incorporating stochasticity into this deter-
ministic alternative model could not resolve this
basic qualitative disagreement with our obser-
vations [see (40), section 2.5].

Fitness Landscapes
Figure 5A gives the full solution of the model for
strains with a range of CAT activity (V0/k) in me-
dium with varying Cm concentrations ([Cm]ext).
The colored lines reproduce the predicted growth
rates of several strains from Fig. 4, C and D, and

span a range of behaviors, from subcritical to
bistable. Viewing this plot orthogonally, the white
line illustrates growth rates in an environment
of fixed Cm concentration for strains of differ-
ent CAT activities. Whereas the CAT activity
levels (V0) are determined directly by molecular
properties encoded by the genotype, for example,
the promoter or ribosomal binding sequences
(table S3) and the coding sequence of the cat
gene, the white line describes a relation between
the growth rate and the genotype, and may be
regarded as a “fitness landscape.” There is such
a fitness landscape for each environmental Cm con-
centration. For [Cm]ext > [Cm]ext

crit, these fitness
landscapes are plateau-shaped, characterized by a
threshold level of CAT activity (survival resist-
ance threshold, VSRT) across which the growth of
the culture changes abruptly (Fig. 5B, diagonal
dashed line).

A recent theoretical analysis (45) characterizes
how bacteria can evolve through plateau-shaped
fitness landscapes with drug-dependent survival
thresholds and demonstrates how landscape struc-
ture can determine the rate at which antibiotic
resistance emerges in environments that precip-
itate rapid adaptation (45–47); see illustration in
Fig. 5B. Specifically, in environments contain-
ing a spatial gradient of drug concentrations,
the plateau-shaped landscape ensures that a large
population of cells is always near an uninhabited
niche of higher drug concentration (due to the
respectively high and low growth rates on either
side of the threshold). Therefore, mutants in this
population expand into regions of higher drug

Fig. 4. Growth rate predictions and phase diagram. (A) The growth rate of
Cat1 strain inminimalmedium batch culture with varying Cm concentrations (solid
circles) agrees quantitatively with the prediction of the growth feedback model
(line) on the basis of the measured MIC (dashed red line). Error bars, SD; n ≥ 3.
Dashed blue line is the theoretical MCC. Diamonds indicate drug levels at which
enrichment experiments identified significant numbers of nongrowing cells
(fig. S7). (B) The MCC (blue line) and MIC (red line) predicted by the growth
feedbackmodel for strains with different degrees of basal CAT expression (V0) define
a phase diagram, with the coexistence of growing and nongrowing populations

between the MCC and MIC (beige). MIC (circles, fig. S14) and MCC (diamonds,
fig. S15) aremeasured for strains differing only in their levels of constitutive CAT
expression (quantified by the relative CAT activity in the absence of Cm, given by
the bar graph below). Error bars, SD; n ≥ 2. (C and D) Measured and predicted
growth rates (circles and lines of like colors) inminimalmediumwith varying Cm
concentrations for strains of known relative CAT activities; the wild type is shown
in blue for reference. Predictions were obtained by solving eq. S28 for V0/k, using
the measured MIC for strain Cat1 and the measured relative CAT activity between
the different strains [bottom of (B)], without any parameter fitting.
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concentration without competition, and adapta-
tion like this can continue in a ratchetlike fashion
to allow the population to survive in increasingly
higher concentrations of antibiotics.

Discussion
The drugs investigated in this study (Cm, Tc,
and Mn) are infrequently prescribed today. Be-
cause of this, they are among only a handful of
antibiotics that remain effective against “pan-
resistant” bacteria, that is, those resistant to all
other standard drugs and polymyxins, and have
been advocated as a last line of defense (48, 49).
Therefore, understanding the effect of these
drugs on drug resistance expression is critical.
More broadly, many other antibiotics also affect
gene expression in a variety of bacteria and fungi
(13, 50, 51), raising general questions about the
effect of drug–drug resistance interaction on cell
growth, the consequences of this interaction on the
efficacy of treatment programs, and the long-
term evolvability of drug resistance.

We have shown here that for the class of
translation-inhibiting antibiotics, the fitness of
resistance-expressing bacteria exposed to anti-
biotics can be quantitatively predicted with a few
empirical parameters that are readily determined
by the physiological characteristics of the cells.
Our minimal model is based on the physiology of
drug-cell interactions and the biochemistry of
drug resistance. Although it neglects many de-
tails, for example, the fitness cost of expressing
resistance thatmaymatter when small differences
in fitness determine the emergence of resistance
(52, 53), this minimal approach already captures
the generic existence of a plateau-shaped fit-

ness landscape that can facilitate emerging drug-
resistant mutants to invade new territories without
competition (45). These plateau-shaped fitness
landscapes accompany the phenomenon of growth
bistability, which arises from positive feedback.
As demonstrated here, these positive feedback
effects do not require special regulatory mecha-
nisms or any molecular cooperativity and are not
limited to a specific enzymatic mechanism of
drug resistance. Furthermore, these effects cannot
be understood by merely analyzing some local
genetic circuits but are instead derived from the
global coordination of gene expression during
growth inhibition (16). Therefore, we expect the
growth bistability and the accompanying plateau-
shaped fitness landscape to be robust features
innate to drug-resistant bacteria.

Growth bistability in drug response has pre-
viously been theorized to occur for bacteria lack-
ing drug resistance and for antibiotics with low
membrane permeability (54). These considera-
tions are not applicable to the systems we study
here, because wild-type cells grew homogeneous-
ly in the presence of antibiotics tested, and only
cells expressing drug resistance exhibited growth
bistability when cultured in the presence of an-
tibiotics. The observed growth bistability is also
unlikely to arise from a recently described in-
oculum effect (55), in which two separate cul-
tures with identical concentration of certain drugs
may exhibit distinct growth rates depending on
the culture inoculant density: First, the bacterio-
static drugs investigated here (Cm and Tc) have
been shown not to exhibit the inoculum effect
(55, 56). Second, the inoculum effect concerns the
differences between separate cultures, whereas

we observed coexistence of growing and non-
growing subpopulations in a single homoge-
neous culture.

We also considered the relationship between
the drug-induced growth bistability studied
here and the phenotypic bistability implicated
in natural persistence, identified as the source
of many long-term, refractory bacterial infec-
tions (19, 57, 58). These are, first of all, clearly
distinct phenomena that nevertheless can be
easily be mistaken for one another: The effect
we studied is an innate response to drug for
cells carrying drug resistance, whereas natural
persistence refers to spontaneous entry into the
nongrowing state (which can occur in the ab-
sence of drugs) for drug-sensitive strains. Also,
the frequency of nongrowing cells is typically
very low (~0.1%) in natural persistence, but it
can be macroscopic (even greater than 80%) for
the drug-induced effect. Finally, a cell achieves
natural persistence by producing toxin proteins
to inhibit its own growth (33, 58), whereas the
effect studied here is an obligatory response to
applied drugs, rooted deeply in the organiza-
tion of bacterial growth control (16).

However, there also exist important parallels
between these two phenomena that cannot be
overlooked and may be exploited to understand
natural persistence: Researchers have devoted
many efforts and resources to understanding the
mechanisms underlying bistability in natural per-
sistence, whereas here we show that bistability
can arise without complex regulation when gene
expression is coupled to the state of cell growth.
A similar general strategy may also underlie nat-
ural persistence, with cell growth inhibited by a

Fig. 5. Fitness landscapes of drug resistance. (A) Predicted growth rates
(height of surface) for arbitrary CAT activity and Cm levels (V0 and [Cm]ext,
respectively): High (purple surface) and low growth rates (gray surface) over-
lap in the region of coexistence (growth bistability) that terminates at the
bifurcation point (filled white circle). Predictions from Fig. 4, C and D, are
reproduced (colored lines). The orthogonal white line illustrates the expected
effect of changing CAT activity at a fixed Cm concentration; it can be viewed
as a plateau-shaped fitness landscape. (B) The survival resistance threshold
required for growth, VSRT, is predicted to vary linearly with the drug con-

centration (diagonal black dashed line). For a population initially at point A
(black circle) in the phase diagram, that is, with resistance activity V0

A and
surviving in niches with [Cm]ext < MICA, a mutation (m1, white arrow) that
increases the resistance activity level to V0

B can allow the bacteria to “expand
its range” (45) and proliferate into all niches with MICA ≤ [Cm]ext ≤MICB without
competition (solid black arrow). Additional mutations, for example, upstream of
the gene at the ribosomal binding sequence (see table S3), or gene ampli-
fication events (69) provide a simple pathway for sequential expansions into
increasingly harsh environments (45, 70).
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toxic endogenous gene product whose expres-
sion would likely be affected by global growth-
dependent effects (57–59). The precise effects
of growth inhibition on gene expression will de-
pend on the specific mode of growth limitations
imposed upon cellular metabolism by the various
toxin systems (60). Characterizing these feedback
effects, in the manner we have done here for anti-
biotic resistance, may yield critical clues needed to
formulate a quantitative, physiological understand-
ing of natural persistence.

The fact that drugs can induce growth bi-
stability, that is, antibiotics can have a wildly
heterogeneous effect on genetically identical cells
in a homogeneous environment, calls into ques-
tion the current methods of characterizing drug
efficacies, which are often performed in bulk
growth conditions (21). It provides a new per-
spective on basic notions of drug resistance, in-
cluding the MIC, which begs for a more careful
empirical definition to avoid vast inconsistencies
across laboratories (61, 62). Remarkably, large
fractions of bacterial cells can remain vulnerable
to an antibiotic (that is, stop growing) even though
they carry genes providing resistance to it; under-
standing the mechanisms that force cells into the
nongrowing state could enable the development
of new treatment strategies against drug-resistant
bacteria. On the other hand, heterogeneous ef-
fects may require a more careful reexamination of
the effectiveness of combinatorial drug treatment
(43, 63) because strains resistant to one drug may
produce macroscopic fractions of growing and
nongrowing cells that respond very differently to a
second drug, which may affect the evolution of
drug resistance (63). The success of the phenom-
enological model presented here for the class of
translation-inhibiting antibiotics gives the hope
that predictive models may be similarly developed
for other types of drug action, including combina-
tions of drugs, to facilitate the formulation of
strategies that limit the efficacy and evolvability
of drug resistance.

Materials and Methods

Culture and Cell Growth

Media and Chemicals
Unless noted elsewhere, minimal medium refers
toamixtureof0.4%(w/v) glucose, 20mMNH4Cl,
and “N−C−” buffer (64) consisting of 1.0 g of
K2SO4, 17.7 g ofK2HPO4•3H2O, 4.7 g ofKH2PO4,
0.1 g ofMgSO4•7H2O, and NaCl (2.0 g/liter),
with 6 mM sodium acetate when indicated. Chlor-
amphenicol (Sigma C0378) stock solutions con-
tainedCmat a concentration of either 2 or 25mg/ml
in 70% isopropanol stock solution. Tetracycline hy-
drochloride (Sigma T4062) stock solutions con-
tained Tc•HCl at a concentration of either 0.1 or
25 mg/ml in deionized H2O; minocycline hydro-
chloride (Sigma M9511) stock solution contained
10mMMn•HCl. These stock solutionswere stored
at −20°C in the dark and used for preparation of
media with various concentrations of antibiotics.

Antibiotics were added to the media at the time
of experiment as described below, and for Cm,
stock concentration was chosen such that the
volume added would not exceed 1.5% of total
medium volume.

LB agar plates containing Cm were prepared
on the day of experiments as follows: After freshly
mixed LB agar was autoclaved, 100-ml aliquots
were poured into 250-ml Erlenmeyer flasks and
cooled to about 50°C. A volume of Cm solution
was then pipetted from an appropriate stock into
the liquid agar (to achieve the desired concentration),
and the mixture was swirled both clockwise and
counterclockwise for 10 s. We then poured about
25 ml of medium plus agar into each 100 mm ×
15 mm petri dish (Fisherbrand).

Batch Culture Growth
All batch cultures grew at 37°C in a water bath
shaker at 250 rpm (New Brunswick Scientific
G76D) with a covered basin to protect photo-
sensitive chemicals (for example, Tc) from degra-
dation and to prevent heat bath from evaporating.
Culture growth measurements were performed
with unique seed cultures each day. Each 5 ml of
seed culture grew to saturation in LB broth from
a single colony on an LB plate. Seed cultures were
diluted into 5-ml precultures containing minimal
media and grown overnight without antibiotic.
Except as noted below, experimental cultureswere
diluted from overnight precultures into 5 ml of
minimal medium supplemented with appropri-
ate antibiotics in 20-mm-diameter glass tubes.
Experimental cultures were inoculated to an ini-
tial optical density (OD600) ~0.01, asmeasured by
a Thermo Scientific Genesys 20 spectrophotometer,
with a Starna Cells quartz cuvette with a 10-mm
light path. At intervals ranging from 40 min to
2 hours, we took 250-ml samples from growing
cultures tomeasure OD600. For growth in Tc orMn,
to control for thermolability or photosensitivity
(65, 66), we diluted growing cultures 10- to 20-
fold into fresh identical media to verify that cul-
ture age did not affect growth rate over the course
of our experiments.

Growth of Strains Expressing CAT in Cm
We followed the same procedure as described
above, except we began the experiments with
~60-fold lower cell densities in bulk cultures to
avoid significant degradation of Cm by CAT
during the course of growth. Briefly, experimen-
tal cultures were diluted from overnight precul-
tures into a larger volume of 10 ml of minimal
medium supplemented with appropriate Cm and
acetate in larger 25-mm-diameter glass tubes.
From the larger experimental culture volume, we
pipetted 1ml of samples into a Starna Cells quartz
cuvette with a 40-mm light path to record OD.
Use of the cuvette with longer path length allowed
us to observe cultures at fourfold lower densities
using the same Genesys spectrophotometer as
above. Experimental cultures were inoculated to
a maximum initial density of OD600

4x ~0.0007 de-
termined by the larger cuvette (OD600 ~0.0002).

In this manner, we were able to achieve steady
exponential growth observable up to at least
OD600

4x ~0.1 with this cuvette (see green sym-
bols in fig. S11).

Determination of Growth Rate and MIC
Exponential growth curves for all cultures were
fit over about three or more generations of
doubling by linear regression of log-OD values;
steady state was not assumed until cultures un-
derwent at least two generations of approximately
constant exponential growth. When indicated,
uncertainty in the calculated growth rate is SE of
the resultant slope from the simple linear regres-
sion. A growth rate of zero indicates that cultures
failed to grow after at least 12 hours or stopped
growing within several doublings after addition
of antibiotic (for example, see black triangles in
fig. S11). If results were ambiguous at a particular
Cm concentration, for example, if a culture ap-
peared not to grow for 6 hours and then ex-
hibited fast growth (which occurred rarely), the
experiment was repeated in full. For Cm- and
Tc-resistant strains, we determinedMIC by mon-
itoring the OD of batch cultures as described
above (see Fig. 3, B and C, and fig. S11); we
determined that cultures contained [Cm] ≥ MIC
if cultures failed to grow or if growth rate l ≤ 0.1
hour−1. For strains with high levels of antibiotic
resistance (most strains), MIC was unambiguous
in that growthwas undetectable above some thresh-
old concentration (see, for example, fig. S11).We
first determined MICs with antibiotic concen-
trations set at logarithmic intervals before using
finer gradations at linear intervals to achieve a
determination within ~10% error. Because our
quantitative model is formulated on the basis of
growth in batch cultures, we use these MICs
determined in batch cultures wherever we pro-
vide model predictions or fits. Additionally, the
MIC determined on agar plates (called MICplate,
see figs. S2 and S13 and methods below) and in
the microfluidic device (Fig. 2, C and D) gen-
erally agreed with these determinations.

Growth of Colonies on Agar Plates
Determining CFU on Plates with Cm
For each strain, cells from log-phase batch cul-
tures grown in minimal medium lacking Cm
were diluted with the samemedium.We then used
sterile glass beads (Kimble, 4 mm) to spread 50 ml
of the diluted culture onto an LB-Cm agar plate to
achieve a density of several hundred cells per
plate (giving rise to several hundred colonies or
fewer after incubation, depending on the strain’s
response to the particular Cm concentration used).
Plates were incubated overnight (~18 hours) at
37°C such that colonies formed were easily re-
solved by the naked eye (see fig. S2, B and C,
and Fig. 3B).We used Bio-Rad Gel DocXR and
Quantity One software to photograph plates and
count colonies; in many cases, colonies were also
countedmanually.We calibrated the counting soft-
ware to agree with manual counts. Plate images
were enhanced for brightness and contrast.

www.sciencemag.org SCIENCE VOL 342 29 NOVEMBER 2013 1237435-7

RESEARCH ARTICLE



Determination of MICplate

Similar to above, cells were diluted from log phase
in the absence of antibiotics, and 50 ml of diluted
culture were spread onto LB-Cm agar plates to
achieve a density of about 5× 104 to 8 × 104 cells
per plate before incubation. Plateswere incubated
overnight (~18 hours) at 37°C to reveal colony
formation. MICplate is taken as the Cm concentra-
tion above which colonies appeared at a frequen-
cy of less than ~10−4 per inoculant; the presence
or absence of colony growth was readily visually
discernable (figs. S2, S3, and S14). We deter-
mined MICplate values for each strain after at least
two replicate experiments, and plate images were
enhanced for brightness and contrast. TheseMICplate

values obtained with LB plates for antibiotic-
resistant strains were similar to MIC values ob-
tained in batch cultures with minimal media as
described above. Coincidence between MIC deter-
mined in LB and minimal media has been reported
elsewhere (43).

Viability After Amp Enrichment Assays
Cells from overnight batch cultures in drug-free
minimal media were diluted into the same fresh
media with the indicated concentration of “drug”
(CmorMn as designated in the text) and incubated
for 1 to 2 hours. Cultures were then diluted in iden-
tical medium (containing Cm or Mn) with further
addition of Amp (100 mg/ml) to an OD600 of about
1 × 10−3 to 2 × 10−3. At this time, 50-ml aliquots of
culture and 100-fold diluted culture were spread
onto LB agar plates lacking any antibiotics and
incubated overnight, producing plates containing
~500 and ~5 × 104 colonies each. These plates
served as a control to monitor CFU at the start of
enrichment and allowed us to determine the frac-
tion of cells killed by the enrichment procedure at
each drug concentration. After 6 to 7 hours of en-
richment in drug and Amp media, 50-ml aliquots
of culture and 100-fold diluted culture were again
spread onto LB plates without antibiotics for over-
night incubation; see fig. S5 for illustration. All
plates and batch cultures were incubated at 37°C.
Plate images were enhanced for brightness and
contrast (figs. S7, S13, and S15).

Microfluidic Experiments
Cell Growth in Microfluidic Chambers
All cultures were grown at 37°C. The growth me-
dium was minimal medium, as described above,
and was filtered through 0.45-mm filters before
use. The cells were first cultured in LB broth in
20-mm test tubes with shaking (250 rpm) in a
water bath (New Brunswick Scientific). After 5
to 6 hours of growth, they were transferred to the
growth medium and grew overnight in the same
condition (preculture). The preculture was inocu-
latedwith fewer than 105 cells/ml so that cells were
in an exponential phase at the time of experiment.
The nextmorning, the preculturewas diluted in fresh
growth medium containing 0.1% BSA (bovine
serum albumin; Sigma; BSA prevents cells from
binding to surfaces of microfluidic devices) to
an OD600 of ~0.01 as measured on a Genesys

20 spectrophotometer (Thermo Fisher) with the
standard cuvette (16.100-Q-10/Z8.5, Starna Cells
Inc.; ~200 ml per measurement). To load cells into
the microfluidic device, the diluted preculture
was pressurized to 1 to 2 psi at the outlet of the
device (fig. S4A). When the channel and growth
chambers were completely filled with the precul-
ture, the preculture source was removed, and fresh
growth medium was introduced from the inlet of
the device.

The microfluidic device was fixed onto a mo-
torizedmicroscope stage equippedwith autofocus
(ProScan II, Prior) in a fluorescence microscope
(Nikon TI-U) that was housed in a microscope
incubator (InVivo Scientific).When viewed with
a charge-coupled device (CCD) camera (Clara,
Andor) with a 60× phase-contrast objective, sin-
gle cells were dispersed far from each other (more
than 100 mmaway from each other). Then, −0.5 to
−1.5 psi of vacuum were applied from the outlet
to bring down the ceiling of the growth cham-
bers and loosely sandwich the cells in place (side
view of fig. S4). Because the vacuum induces the
fresh medium flow in a channel (flow rate of 50
to 100 mm/s), no additional pressure was applied
from the inlet.

After about two generations of unperturbed
growth at 37°C in the device, we gently flushed
excess cells away to prevent crowding and en-
able cell tracking, and then introduced growth
medium with various concentrations of Cm to
the inlet of the device. The 10 to 30 positions
that contained a single microcolony in the view
(~100 mm × ~100 mm) of the CCD were saved
in the motorized stage. Phase-contrast images
of the growing cells for each position were
recorded two times per doubling. Fluorescence
images were taken once per doubling, imme-
diately after the phase-contrast images for each
position with a Xenon excitation lamp (Sutter
Instrument). The images were analyzed with a
custom-built Matlab program. First, the program
identified pixel positions occupied by cells with
phase-contrast images, obtained the size of a grow-
ing colony in time series for each position, and
calculated the growth rate of the colony. To quan-
tify fluorescence levels, fluorescence intensities
over the cell-occupying area identified by phase-
contrast images were averaged.

Enriching Cm-Resistant Cells with Amp in
Microfluidic Chambers
First, cells that constitutively express green fluo-
rescent protein (GCat1m) were transferred from
precultures as described above and grown in
medium with 0.7 mM Cm for 8 hours. Initial-
ly, 44% of cells grew with a doubling time of
130 min, which is similar to the growth of Cat1m
(Fig. 2C). We added Amp (200 mg/ml) to the
medium at t = 9 hours to kill growing cells
(fig. S6). At t = 24 hours, all growing cells had
stopped growing and lost fluorescence. There
were several nongrowing cells that maintained
green fluorescence. At t = 25 hours, Cm and
Amp were removed from the medium. Between

33 ≤ t ≤ 37 hours, the nongrowing cells that
maintained their fluorescence throughout the en-
richment resumed growth.

Additional Protocols
Details regarding strain construction, microfluidic
device fabrication, CAT, and b-galactosidase assays
are described elsewhere (40).
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